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Abstract. This paper investigates two classes of three-layer difference schemes with weights in the form
αyt̊,n+βτ2 yt t,n+σ1Ayn−1+(E−σ1−σ2)Ayn+σ2Ayn+1 = ϕn andαyt̊,n+βτ2 yt t,n+A(σ1 yn−1+(E−σ1−σ2)yn+σ2 yn+1) =
ϕn. It obtains some sufficient conditions for the stability in a defined norm and, also, in special cases we
achieve conditions for stability which do not depend on the choice of norm.

1. Introduction

Any three-layer operator-differenc scheme can be written in the following canonical form:

Byt̊,n + τ2Ryt t,n + Ayn = 0, n = 1, 2, . . .

y0, y1are given (1)

where yn = y(tn), yt̊,n = (yn+1 − yn−1)/(2τ), yt t,n = (yn+1 − 2yn + yn−1)/τ2, A, B and R are linear operators
defined on linear space H of grid function (see [1]). In the space H there is an inner product (, ) and the
following theorem is obtained in [1].

Theorem 1.1. If

B ≥ 0, A∗ = A > 0, R∗ = R > 1
4 A, (2)

then scheme (1) is stable with respect to the initial data in the norm

||yn||∗ =

(
1
4
||yn + yn−1||

2 + ||yn + yn−1||
2

R− 1
4 A

) 1
2

. (3)

The norm i better examined in [1], where it is obtained that if conditions

B ≥ 0, A∗ = A > 0, R∗ = R > 1
4 A,
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are fulfilled then√
ε

1 + ε
||yn||A ≤ ||yn||∗ ≤ ||yn−1||A + τ||yt,n||R

It is also known that if A > 0 and R > A/4 that the condition B ≥ 0 is necessary for stability in norm (3).
Using Theorem 1 the fllowing result is not difficult to prove (see [3]):

Theorem 1.2. Let exist inverse operators for operators K and L and

(LAK)∗ = LAK > 0,

(LRK)∗ = LRK >
1
4

LAK, (4)

LBK ≥ 0.

Then scheme (1) is stable with respect to initial data in the norm

||yn||∗ =
(1

4
||yn + yn−1||

2
K∗−1LA + ||yn + yn−1||

2
K∗−1L(R− 1

4 A)

) 1
2

. (5)

Using theorem 2 we can free ourselves of, for example, the condition that A s positive. Let K = E and
L = A then from (4) we get the condition of stability

A∗ = A, A−1 exists, R∗A = AR >
1
4

A2, AB ≥ 0 (6)

in the norm define with operators K∗−1LA = A2 and K∗−1L(R − A/4) = A(R − A/4).
If K = A and L = E then from (4) we get the condition of stability:

A∗ = A, A−1 exists, AR∗ = AR >
1
4

A2, BA ≥ 0 (7)

in the norm define with operators K∗−1LA = E and K∗−1L(R − A/4) = A−1R − E/4.

2. Three-layer difference schemes with weights

We consider two classes of three-layer schemes with weights in the form

αyt̊,n + βτ2yt t,n + σ1Ayn−1 + (E − σ1 − σ2)Ayn + σ2Ayn+1 = ϕn (8)

and

αyt̊,n + βτ2yt t,n + A(σ1yn−1 + (E − σ1 − σ2)yn + σ2yn+1) = ϕn (9)

where α, β are given numbers, σ1, σ2 are operators in H.

Theorem 2.1. If A∗ = A, operator A−1 exists, σ∗1 = σ1, σ∗2 = σ2, µ = (σ1 + σ2)/2 − E/4 and operators inequalities

αA + τA(σ1 − σ2)A ≥ 0,
βAµA > 0 (10)

are fulfilled then scheme (8) is stable with respect to the initial data in the norm

||yn||∗ =
(1

4
||yn + yn−1||

2
A2 + ||yn + yn−1||

2
βA−1+µ)

) 1
2

. (11)
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Proof. Scheme (8) has a canonic form (1) with B = αE + τ(σ1 − σ2)A, R = βE + 0.5(σ1 + σ2)A. Then it is not
difficult to see that conditions (10) are equivalent with (6) which guarantee stability scheme in the norm
(11).

Theorem 2.2. If A∗ = A, operator A−1 exists, σ∗1 = σ1, σ∗2 = σ2, µ = (σ1 + σ2)/2 − E/4 and operators inequalities
(10) are fulfilled then scheme (9) is stable with respect to the initial data in the norm

||yn||∗ =
(1

4
||yn + yn−1||

2 + ||yn + yn−1||
2
βA−1+µ)

) 1
2

. (12)

Proof. Scheme (9) has a canonic form (1) with B = αE + τA(σ1 − σ2), R = βE + 0.5A(σ1 + σ2). For the scheme
(9) inequalities (10) are equivalent with (7) which guarantee stability scheme in the norm (12).

Conditions of stability, formulated in theorems 3 and 4 are connected with the choice of norm. For some
schemes (8) and (9) when α = 0, σ1 = σ2 = σ (symmetric schemes) it is possible to prove that conditions (10)
are necessary for stability, independent of the choice of norm.

Theorem 2.3. Let A∗ = A, σ1 = σ2 = σ - self-adjoint operators, α = 0, µ = σ− E/4 and operator (βE + σA)−1 exist.
If scheme (8) is stable in any space then

βA + τAµA ≥ 0. (13)

Opposite, if

βA + τAµA > 0 (14)

then scheme (8) is stable with respect to the initial data in the norm (5) where K = R−1 and L = E.

Proof. Scheme (8) we can write in a equivalent form of a two-level scheme

Yn+1 = SYn (15)

where S = (Sαβ) matrix with elements S11 = 0, S12 = E, S21 = −B−1
2 B0, S22 = −B−1

2 B1 and B0 = R − B/(2τ),
B1 = A − 2R, B2 = R + B/(2τ). If σ1 = σ2 = σ and α = 0, then scheme has canonic form (1) with B = 0,
R = βE + σA. If s is any eigenvalue of operator S and y = (y1, y2)T is a corresponding eigenvector, then the
eigenvalue problem Sy = sy is the following

(s2R + s(A − 2R) + R)y = 0. (16)

As the condition in the theorem is that R = βE + σA has inverse operator therefore the equation (16) can be
written in the form

(s2E + s(AR−1
− 2E) + E)x = 0, (17)

where x = Ry.
Now, it is obvious that the number c = −(1− s)2/s is eigenvalue of operator AR−1. If the scheme is stable

in any norm, then |s| ≤ 1, that is 0 ≤ c ≤ 4. As operator AR−1 is self-adjoint inequality 0 ≤ c ≤ 4 for all
eigenvalues is equivalent to inequality:

0 ≤ AR−1≤4E. (18)

From (18) we got that AR−1(4E − AR−1) ≥ 0 and

4AR−1
− (AR−1)∗(AR−1) ≥ 0

or

4AR−1
− (R∗)−1A2R−1

≥ 0.
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The last inequality is equivalent to inequality 4R∗A − A2
≥ 0, which corresponds to (13). For the proof

of the second part of the theorem it is sufficient to prove that (15) follows (4) if K = R−1 and L = E. Those
inequalities give:

R∗A >
1
4

A, (19)

and

0 < AR−1 < 4E. (20)

Condition (19) is equivalent to inequality AR−1 > (R∗)−1A2R−1/4 or

AR−1 > (AR−1)2/4. (21)

Let λ be any eigenvalue of operator AR−1 and x is a corresponding eigenvector. Condition (21) gives
((AR−1)2x, x) < 4(AR−1x, x) or ((λ2

− 4λ)x, x) < 0. As x , 0 follows λ2
− 4λ < 0 and 0 ≤ λk ≤ 4 for all

eigenvalue λk. Thath gives us (20).

Theorem 2.4. Let A∗ = A, σ1 = σ2 = σ - self-adjoint operators, α = 0, µ = σ− E/4 and operator (βE + Aσ)−1 exist.
If scheme (9) is stable in any space then (13) exists.

Conversely, if it satisfies (15) then scheme (9) is stable with respect to the initial data in the norm (5) where
L = R−1 and K = E.

Notice, that theorem 5 does not need assumption of the A positive. The following result assumed that
A is a positive self-adjoint operator.

It is known that a positive self-adjoint operator can be decomposeable in the form A = L∗L, where
L : H → H1, L∗ : H1 → H, and H1 is placeCityEuclid space different of H, generally. Let (, )H and (, )H1 be
inner products in those spaces. Operator L∗ is defined as an operator which satisfies (Ly, v)H1 = (y,L∗v)H for
every y ∈ H, v ∈ H1.

Lemma 2.5. Let L : H → H1, L∗ : H1 → H, A = L∗L > 0, β > 0 and µ is a self-adjoint operator in H. Then
inequality (13) is equivalent with inequality

βE + LµL∗ ≥ 0,

and inequality (14) is equivalent with inequality

βE + LµL∗ > 0.

The first part of lemma was proven in the papers [4] and [5], and the second part in principle is not
different to the proof in the first part. From theorem 5 and lemma 1 follows

Theorem 2.6. Let the conditions of theorem 5 be fulfilled and also A = L∗L > 0, β > 0. If scheme (8) is stable in any
space then

βE + τLµL∗ ≥ 0. (22)

Opposite, if

βE + τLµL∗ > 0 (23)

then the scheme (8) is stable with respect to the initial data.
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We will examine stability of the schemes with weights for the heat equation.
Consider the difference scheme

yn+1
i − 2yn

i + yn−1
i

τ2 = σiyn+1
xx,i + (1 − 2σi)yn

xx,i + σiyn−1
xx,i , i = 1, 2, . . . ,N − 1

yn
0 = yn

N − 0, n = 0, 1, . . . (24)

y0
i = u0(xi), yt̊,i = u1(xi).

Now yn
i = y(xi, tn), xi = ih, hN = 1, tn = nτ, τ > 0, yxx,i = (yi+1 − 2yi + yi+1)/h2, σi-numbers.

Difference scheme (24) has the form (8) where yn = (yN
1 , y

N
2 , . . . , y

N
N−1)T, σ1 = σ2 = σ = dia1(σ1, σ2, . . . , σN−1),

α = 0, β = 1/τ2,

(Ay)i = −yxx,i i = 1, 2, . . . ,N − 1 y0 = yN = 0.

The main space H is space of function yi with inner product and norm

(y, z) =

N−1∑
i=1

yizih, ||y|| =
√

(y, y).

It is known that A is a positive self-adjoint operator in H.
It is easy to see that operators L : H → H1, L∗ : H1 → H, where H1 is a set of functions vn = v(xi), xi = ih,

i = 1, 2, . . . ,N and inner product (v,w) =
∑N−1

i=1 viwih, defined by

(Ly)i = yx,i =
yi − yi−1

h
, i = 1, 2, . . . ,N, y0 = yN = 0.

(L∗b)i = −vx,i = −
vi+1 − vi

h
, i = 1, 2, . . . ,N − 1,

are both self-adjoint, where A = L∗L.
Therefore, scheme (24) satisfies all the conditions of theorem 7 and its stability or instability is defined

by the operators

Q = E + τ2LµL∗, µ = σ −
1
4

E. (25)

In a difference form that operator is defined by the formulas

(Qv)1 = (1 + γµ1)v1 − γµ1v2,

(Qv)2 = −γµi−1vi−1 + (1 + γ(µi + µi−1))viγµivi+1−, i = 2, 3, . . . ,N − 1,
(Qv)N = −γµN−1vN−1 + (1 + γµ)vN,

where γ = τ2/h2 and µi = σi − 1/4, i = 1, 2, . . . ,N − 1.
The sign of operator Q is equivalent to the sign (positive or negative) of all eigenvalues of operator Q.
In some cases it is possible to find eigenvalues of matrix (25) in an analytic form. First of all is the case

of constant operator σ, where σi = σ, i = 1, 2, . . . ,N − 1. Than theorem 7 gives us the following necessary
condition for stability

σ ≥
1
4
−

h2

4τ2 ,

and the known sufficient condition

σ >
1
4
−

h2

4τ2 .

Now we will present a few subsequents of theorem 7.
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Corollary 2.7. Let σ1 = 1/2 when i is odd, and σi = 0 when i is even. Then conditions τ ≤
√

2h is necessary for
stability of scheme (24) in any norm and condition τ <

√
2h is sufficient for stability in norm (5) where K = R−1 and

L = E.

Proof. Matrix Q can be written in the form Q = E+γM, where γ = τ2/h2 and M is a symmetric three-diagonal
matrix with elements

m11 = µ1, mii = µi−1 + µi, i = 2, 3, . . . ,N − 1, mNN = µN−1

mi,i+1 = mi+1,i = −µi, i = 1, 2, . . . ,N − 1.

In this case we have µi = (−1)i−1/4, i = 2, 3, . . . ,N−1 and the eigenvalue problem Mv = mv has the following
form

(−1)i−1(vi−1 − vi+1) = 4mvi, i = 2, 3, . . . ,N − 1

v1 − v2 = 4mv1, (−1)N−1(vN−1 − vN) = 4mvN.

Solutions of this problem are mk = 0.5 sin(πk/N),

v(k)
j = (−1) j( j−1)/2 cos

[
π

(
k
N

+
1
2

) (
j −

1
2

)]
, j = 1, 2, . . . ,N,

where k = 0,±1,±2, . . . ,±(N/2 − 1),−N/2, if N is even and k = 0,±1,±2, . . . ,±(N − 1)/2 if N is odd. For
eigenvalues qk = 1 + 0.5γ sin(πk/N) matrix (25) minimal is

qmin =

1 − 0.5γ cosπh, if N is even
1 − 0.5γ cos πh

2 , if N is odd.

For fixed γ and h → 0, from inequality qmin ≥ 0 (qmin > 0) we achieve the necessary condition of stability
γ ≤
√

2 or τ ≤
√

2h and sufficient condition of stability τ <
√

2h.

Corollary 2.8. Let σi = 1/4 when i is even. Then conditions

σi ≥
1
4
−

h2

2τ2 for odd i (26)

are necessary for the stability of scheme (24), and conditions

σi ≥
1
4
−

h2

2τ2 for odd i (27)

are sufficient for stability in norm (5), where K = R−1 and L = E.

Proof. As µi = 0, when i is even, then equation Mv = mv gives some independent eigen-value problems for
the matrix of second order. Eigenvalues mk for matrix M has the form:

mk = 2µk, k = 1, 2, . . . ,N − 1

and condition qmin ≤ 0 is equivalent to (26) and qmin > 0 to (27).

Corollary 2.9. Let σ2 = σ3 = . . . = σN = 1
4 . Then conditions

σi ≥
1
4
−

h2

2τ2 and σN−1 ≥
1
4
−

h2

2τ2

are necessary for stability, and conditions

σi ≥
1
4
−

h2

2τ2 and σN−1 ≥
1
4
−

h2

2τ2

are sufficient for the stability of scheme (24).
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3. Stability of three-layer difference schemes with self-adjoint operators

Three layer difference-scheme (1) we can write in an equivalent form of a two-layer difference scheme
(see [8]) (15) where yn = (yn, yn+1) ∈ H2 and

S =

(
0 E

−B−1
2 B0 −B−1

2 B1

)
.

Let s be any eigenvalue of operator S and v = (x, y)T is a corresponding eigen-vector. Then from eigenvalue
problem Sy = sy we get equations

y = sx, −B−1
2 B0x − −B−1

2 B1y = sy,

and then

(s2B2 + sB1 + B0)x = 0, (28)

where B0 = R − B/(2τ), B1 = A − 2R and B2 = R + B/(2τ) and

B/(2τ) =
B1 − B0

2
, R =

B2 − B0

2
, A = B2 + B1 + B0 = R − B/(2τ).

Theorem 3.1. Let A, B and R are self-adjoint operators and

B2 = R + B/(2τ). (29)

If difference scheme (1) is stable in any norm for any eigen-vector x of the problem (28) inequalities

(Bx, x) ≤ 0, (Ax, x) ≤ 0, ((4R − A)x, x) ≤ 0, (30)

are satisfied.

Proof. it is known (see [8]) that if three layer scheme is stable in any norm then all eigenvalues s of the
problem (28) satisfy |s| < 1. If we multiply equation (28) with x we get quadratic equation

s2(B2x, x) + s(B1x, x) + (B0x, x) = 0, (31)

with a real coefficient (Bix, x), i = 0, 1, 2and positive coefficient (B2x, x). Both solutions of the (31) have a
moduo not greater than 1 if it satisfies

(B1x, x) ≤ (B2x, x) and (B0x, x) ± (B1x, x) + (B2x, x) ≥ 0

which is equivalent to (30).

Let us now consider the quadratic problem (28) and linear problem for eigenvalues

B0v = αB2v
B1w = αB2w. (32)

Let operators B0, B1, B2 satisfy

α2B2 + α1B1 + α0B0 = 0, (33)

where α0, α1, α2 are real numbers.
The following result is obtained (see [7]).

Lemma 3.2. Let B0, B1 and B2 > 0 self-adjoint operators which satisfy (33) and a0a2 − a2
1 , 0. Then if a1 , 0

(a0 , 0), problems (28) and (32) have the same set of eigenvalues which generate B2 the orthogonal basis in H.
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Let us define operator L as L = l2B2 + l1B1 + l0B0,where l0, l1, and l2 are real numbers. Let {xk}
n
k=1 basis of

B2 orthogonal vectors.

Lemma 3.3. Let all conditions of lemma 2 be fulfilled and (Lxk, xk) ≥ 0 for all k = 1, 2, . . . ,m. Then L ≤ 0.

Proof. If a0a2 , 0 then according to lemma 2, the numbers α and β exist such that:

B0xk = αB2xk, B1xk = αB2xk.

Then Lxk = λkB2xk for λk = αl0 + βl1 + l2 and {xk}
n
k=1 is set of B2 orthogonal vecotr. From (Lxk, xk) ≥ 0, we get

λk ≥ 0, k = 1, 2, . . . ,m. For x ∈ H, written as x =
∑n

k=1 ckxk we obtain:

(Lx, x) =

n∑
k,i=1

ckciλk(B2xk, xi) =

n∑
k,i=1

(ck)2λk(B2xk, xi) ≥ 0,

which gives L ≥ 0. If a0 = 0 and a1 , 0 according to lemma 2 we have that B0xk = αB2xk, and from (33)
subsequently B1xk = − a2

a1
B2xk. Therefore, Lkxk = λkB2xk, where λk = αl0 + βl1 + l2 and β = −a2/a1. Again in

the same way we obtain that λk ≥ 0 for all k and L ≥ 0. Analogously, we get the same result for a1 = 0 and
a0 , 0.

Equality (33) we can write in the form

b0
B
2τ

+ b1R + b2A = 0, (34)

where b0 = a2 − a0, b2 = a1 and b1 = a2 − 2a1 + a0. Then condition a0a2 − a2
1 , 0 is equivalent to

b2
1 + 4b1b2 − b2

0 , 0. (35)

Theorem 3.4. Let A, B and R be self adjoint operators and (34) is satisfied. Let B/(2τ) + R > 0 and (35) is satisfied.
If scheme (1) is stable in any space then

B ≤ 0, A ≤ 0, R ≤
1
4

A. (36)

Conversely, if

B ≤ 0, A > 0, R >
1
4

A, (37)

then scheme (1) is stable with respect to the initial data in the norm (3).

Proof. Conditions (37) are sufficient wfor stability in norm (3) (theorem 1). To prove the first part of the
theorem note that ll conditions of theorem 8 are fulfilled. Therefore for all eigen-vector xk, k = 1, 2, . . . ,m of
the problem (28) inequalities (30) are satisfied. They can be written in the form

((B2 − B0)x, x) ≤ 0 and ((B2 ± B1 + B0)x, x) ≤ .

Therefore according to lemma 3 we get that inequalities (36) are satisfied.

Corollary 3.5. Let A and R > 0 be self-adjoint operators and B = 0. If the difference scheme (1) is stable in any space
then

A ≥ 0, R ≥
1
4

A.

Conversely, if

A > 0, R >
1
4

A, (38)

then scheme (1) is stable with respect to the initial data in the norm (3).
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Proof. It is enough to see that if B = 0, then the condition (34) is satisfied for b0 = 1 and b1 = b2 = 0.

Corollary 3.6. Let A and B > 0 be self-adjoint operators and R == 0. If the difference scheme (1) i stable in any
space then A = 0.
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