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Abstract. In this paper, an accelerated Jacobi-gradient based iterative (AJGI) algorithm for solving Sylvester
matrix equations is presented, which is based on the algorithms proposed by Ding and Chen [6], Niu et al.
[18] and Xie et al. [25]. Theoretical analysis shows that the new algorithm will converge to the true solution
for any initial value under certain assumptions. Finally, three numerical examples are given to verify the
efficiency of the accelerated algorithm proposed in this paper.

1. Introduction

Consider the iterative solution of the following Sylvester matrix equation :

AX+XB=C, 1)

where A € R B € R"™", C € R"™" are known matrices, and X € R™ " is the matrix to be determined.

Eq.(1) plays an important role in some fields of applied mathematics and control theory [1, 5, 11]. Eq.(1)
is mathematically equivalent to the following linear equation

Ax=c, )

where A = I® A+ BT ® I, and vectors x and ¢ contain the concatenated columns of the matrices X and
C, respectively. It is well-known that Eq.(1) admits a unique solution if and only if A and —B possess no
common eigenvalues [14]. However, this is a numerically poor way to determine the solution X of Eq.(1), as
the dimensions of matrices increase greatly and may be ill-conditioned, so this approach is only applicable
for small sized Sylvester matrix equations.
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When the matrices A and B are small and dense, the algorithms [3, 14] are attractive, which consist in
transforming A and B into triangular or Hessenberg form by an orthogonal similarity transformation, and
then solving the resulting matrix equation directly by a back-substitution process. When the matrices A and
Barelarge and sparse, iterative methods are more efficient to solve Eq.(1) such as the Smith's method [19], the
alternating-direction implicit (ADI) method [4, 16, 21], the HSS and corresponding methods [2, 23, 27, 28],
the SSHI method [15], and the KPIM method [20], etc.

Recently, Ding et al.in [6, 9, 10, 12, 22, 24, 26] presented a gradient based iterative (GI) algorithm for
solving a class of matrix equations by applying the so-called hierarchical identification principle [7, 8],
which regards the unknown matrix as the system parameter matrix to be identified, and then construct a
recursive formula to approximate the unknown solution. Niu et al. [18] proposed a relaxed gradient based
iterative (RGI) algorithm for solving Sylvester matrix equations. The numerical experiments show that the
convergent behavior of Niw's algorithm is better than Ding’s algorithm when the relaxation factor is chosen
appropriately. Xie et al. [25] proposed an accelerated gradient based iterative (AGBI) algorithm, on the
basis of the information generated in the previous half-step, the authors introduce a relaxation factor to
improve the RGI algorithm.

In [13], Fan, Gu and Tian realized the matrix multiplication in GI algorithm would cost large time and
spaces if the matrices A and B are large and dense, so the authors presented a Jacobi-gradient iterative
(JGI) algorithm.In order to improve the convergent rate of the JGI algorithm, in this paper, we propose an
accelerated Jacobi-gradient based iterative (AJGI) algorithm for solving Sylvester matrix equations based
on the algorithms [6, 13, 18, 25], the convergence condition of the AJGI algorithm is analyzed, and three
numerical examples are given to compare the AJGI algorithm with the algorithms in [6, 13, 17, 18, 25].

2. GI algorithm, RGI algorithm, AGBI algorithm and JGI algorithm

We firstly recall the GI algorithm proposed by Ding et al. [6] for solving Eq.(1). Regarding Eq.(1) as the
following two matrix equations:

AX=C-XB, XB=C-AX 3)

From (3) Ding et al. presented the GI algorithm.

Algorithm 1: The gradient based iterative (GI) algorithm

Step 1: Given any two initial approximate solution block vectors X;(0), X»(0) , and then
X(0) = [X1(0) + X2(0)]/2

Step 2: Fork =1,2,---, until converges, do:

Step 3: X;(k) = X(k— 1) + pAT[C — AX(k— 1) — X(k — 1)B]

Step 4: Xp(k) = X(k—1) + u[C — AX(k— 1) — X(k — 1)B]BT

Step 5: X(k) = [Xa(k) + X2(k)]/2

Step 6: End

It is shown in [6] that the GI algorithm converges as long as

2
Amax(AAT) + Amax(BTB)’

where Amax(AAT) is the largest eigenvalue of AAT.

In [18], Niu at al. proposed a relaxed gradient based iterative algorithm for solving Eq.(1) by introducing
a relaxed factor @.

Algorithm 2: The relaxed gradient based iterative (RGI) algorithm

Step 1: Given two initial approximate solution block vectors Xi(k — 1) and X»(k — 1)

Step 2: Fork =1,2, .-, until converges, do:

Step3: X(k—1) =0Xi(k—1) + (1 - 0)Xa(k - 1)

Step 4: X;(k) = X(k— 1) + (1 — ®)pAT[C — AX(k - 1) — X(k — 1)B]

Step 5: X»(k) = X(k— 1) + ou[C — AX(k—1) — X(k — 1)B]BT

Step 6: End

O<pu<
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The RGI algorithm has been proved to be convergent when

1
Cf)(l - Cf))(Al + /\2 + A3),

where A1 = Amax(AAT), A2 = Anax(BTB), and A3 = omax(BAT) denotes the largest singular value of matrix
BAT.

By using the information of X (k) to update X(k — 1), Xie et al. [25] proposed the following accelerated
gradient based iterative (AGBI) algorithm.

Algorithm 3: The accelerated gradient based iterative (AGBI) algorithm

Step 1: Given two initial approximate solution block vectors X;(k — 1) and X,(k — 1)

Step 2: Fork =1,2,---, until converges, do:

Step3: X(k—1) =(1 - @0)Xa(k = 1) + ©Xp(k - 1)

Step 4: X;(k) = X(k - 1) + @uAT[C — AX(k - 1) — X(k — 1)B]

Step 5: X(k—1) = (1 — @)Xy (k) + ©Xz(k - 1)

Step 6: Xa(k) = X(k—1) + (1 — @)u[C — AX(k - 1) — X(k — 1)B]BT

Step 7: End

From Theorem 3.4 [25], we conclude that the AGBI algorithm will be convergent when

O<pu<

2 2
0 < u < min , - .
K {canAuz (1- w)||B||2}

In order to reduce computational cost and save storage space in GI algorithm, the authors in [13]
presented the Jacobi-gradient iterative (JGI) algorithm to solve the Lyapunov matrix equation

AX +XAT =Q,

and obtained its convergent theorem. Now, we will use the JGI algorithm to solve Eq.(1).
Let A = D; + F1 and B = D, + F», where D1, D, are the diagonal parts of A and B, respectively. Based on
(3), we have
D1X=C-XB-FX

XDy =C—-AX - XF,.

Similar to the GI algorithm, the Jacobi-gradient iterative algorithm can be expressed as follows:
Algorithm 4: The Jacobi-gradient iterative (JGI) algorithm
Step 1: Given any two initial approximate solution block vectors X;(0), X»(0) , and then
X(0) = [X1(0) + X»(0)]/2
Step 2: Fork =1,2,---, until converges, do:
Step 3: Xi(k) = X(k — 1) + uD1[C - AX(k - 1) — X(k - 1)B]
Step 4: X(k) = X(k - 1) + pu[C - AX(k - 1) — X(k — 1)B]D>
Step 5: X(k) = [Xa(k) + X2(k)]/2
Step 6: End

3. The Accelerated Jacobi-Gradient Based Iterative (AJGI) Algorithm

In Algorithm 4, we use the information of X(k — 1) instead of X,(k — 1) to update X(k — 1), and introduce
two relaxation factors wq and w;, then obtain the following accelerated Jacobi-gradient based iterative
(AJGI) algorithm.

Algorithm 5: The accelerated Jacobi-gradient based iterative (AJGI) algorithm

Step 1: Given two initial approximate solution block vectors X;(k — 1) and X,(k — 1)

Step 2: Fork=1,2, .-, until converges, do:

Step 3: X(k—1) = [Xq(k - 1) + Xo(k - 1)]/2

Step 4: X (k) = X(k - 1) + (1 — w1)uD4[C — AX(k - 1) — X(k — 1)B]
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Step 5: X(k—1) = (1 — w2)X(k — 1) + @, X; (k)
Step 6: Xa(k) = X(k — 1) + w;u[C — AX(k — 1) — X(k — 1)B]D,
Step 7: End

Theorem 3.1. If the Sylvester matrix equation (1) is consistent and has a unique solution X, then the iterative
sequences X(k) generated by Algorithm 4 converge to X, i.e., limy_,oo X(k) = X; or the error X(k) — X converge to zero
for any initial value X(0) when p satisfies

[l = uD1All2 + [II = uBDs|l2 + pt102 + pt2071 < 2,
where t1 = ||D1ll2, T2 = [ID2ll2, 01 = lAll2, and o2 = ||Bllp, respectively.
Proof. Define the error matrices
X(k) == X(k) - X,
Xa(k) := Xq(k) = X, Xa(k) := Xp(k) - X
According to Algorithm 4, we can obtain

X(k) =X1(k)/2+ Xp(k)/2 - X
= Xy(k)/2 + X2(k) /2,

(k) = X(k—1) + uDi[C — AX(k — 1) — X(k — 1)B] = X
= X(k—1) - uD1AX(k — 1) — uD,X(k — 1)B,

Xy(k) = X(k—1)+u[C - AX(k-1) - X(k - 1)B]D, — X
= X(k—1) — u[AX(k - 1) + X(k — 1)B]D,
= X(k - 1) — pAX(k — 1)D; — uX(k — 1)BD;.
then . -
X(k) = Xa(k)/2 + Xa(k)/2
(k—1)— 1uD1AX(k— 1) - 1uD1 X(k - 1)B
- 1uAX(k - 1)D, — 1uX(k - 1)BD,.

X
X

Taking the 2-norm of X(k), then we have

IX(WN < (Il — uD Allz + |l = uBD;l» )
+ tlID1ll2[1Bll2 + wlIDall2l|Al)IX (k — D> )
= 1(Il = uD1Allp + I = uBDall> + put102 + pto01)IX(k = Dz,

where 71 = ||D1ll; = max |d1(ii)|, T2 = [|D2ll, = max|dz(ii)|, 01 and o, are the largest singular values of A and
1<i<m 1<i<n

B, respectively.
Let

1
q= §(||I — uD1All2 + || = uBDs|l2 + pti02 + p1201),
we get
IX(Wl2 < qllX(k = DIl < -+ < g 1XO)lo.
Therefore, if
Il = uD1All + Il = uBDsll2 + pt102 + pt201 <2, (4)

then
X(k) > 0ask — oo.

This completes the proof of Theorem 3.1. [
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Theorem 3.2. If the Sylvester matrix equation (1) is consistent and has a unique solution X, then the iterative
sequences X(k) generated by Algorithm 5 converge to X, i.e., limy_,oo X(k) = X; or the error X(k) — X converge to zero
for any initial value X(0) when u satisfies

||I - (1 — wl)yDlAllz + (1 - a)l)p’claz + T”I — a)lyBDQIIQ + W1 UTT201 <2
and0<wi; <1, wr, >0.
Proof. Define the error matrices

X(k) = X(k) — X, X(k) := X(k) - X,
X1 (k) := Xq(k) = X, Xa(k) := X (k) — X

From Algorithm 5 it is easy to get

(k) = 1X0(0) + 1Xo(k) - X
= 1 X1 (k) + 3 Xa(k),
X)) = X(k—1) + (1 — w)uDy[C — AX(k - 1) - X(k - 1)B] - X
= X(k—1) - (1 — w)uD1 AX(k — 1) — (1 — wy)uDy X(k — 1)B,

Xao(k) =X(k—1)+w1u[C - AX(k—1) - X(k - 1)B]D, — X
= X(k-1) — wu[AX(k - 1) + X(k - 1)B]D,
= X(k - 1) — w1 uAX(k — 1)Dy — wuX(k — 1)BDs,.
Since B
X(k—1) = X(k - 1) — paw(1 — @1)D1AX(k — 1) — pawz(1 — w1)D1 X (k — 1)B,
then

IX(k = Dll2 < (I - pw2(l = 01)D1All + pa(1 = w)T10)lIX(k = Dll2 = TllX(k = D2

withO0<w; <1, wp >0.
Since 0 < w; < 1, then we have

%gl(k) + %Xz(lf)”z

IX1(0)ll + 2IXa(0)ll2 )

(= (1 = w)uD1All2 + (1 — w1)uT102)[IX(k = 1)ll2
||l — w1uBDsll, + wiputTo01)|IX(k = 1)l

IXM®ll2 =1

+ IAIAN I
DLy SIS

Let
1 1
p= E(”I = (1 = w)uD1All2 + (1 — wr)ut1072) + E(THI — w1uBDs|l + wiutTo01),

Then we have
IXBl2 < plIX(k =Dz < -+ < PIXO) 2.
Therefore, if
I - (1 - w))uDiAllz + (1 — w)ut102 + Tl — w1 uBDs |2 + w1 uTT201 < 2, )

then
X(k) —» 0ask — oo.

This completes the proof of Theorem 3.2 [
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Similar to Algorithm 3, we can get another accelerated Jacobi-gradient based iterative algorithm.
Algorithm 6:

Step 1: Given two initial approximate solution block vectors Xj(k — 1) and X,(k — 1)

Step 2: Fork =1,2,---, until converges, do:

Step 3: X(k -1)= 0)1X1(k -+@1- wl)Xz(k -1

Step 4: Xy (k) = X(k— 1) + (1 — w1)pAT[C — AX(k - 1) — X(k — 1)B]

Step 5: X(k—1) = (1 — w2)X(k — 1) + @ X3 (k)

Step 6: Xa(k) = X(k — 1) + w;u[C — AX(k — 1) — X(k — 1)B]B”

Step 7: End

Theorem 3.3. If the Sylvester matrix equation (1.1) is consistent and has a unique solution X, then the iterative
sequences X(k) generated by Algorithm 6 converge to X, i.e., limy_,oo X(k) = X; or the error X(k) — X converge to zero
for any initial value X(0) when 0 < w1 <1, wp > 0 and u satisfies

w1(Ill = (1 = w)uD1All2 + (1 = w1)ut102) + (1 — w1)(IIl = w1uBDs |2 + w1ut201) < 1. (6)
Proof. This proof is similar to that of Theorem 3.2. O

Remark 3.4. In Theorems 3.1, 3.2 and 3.3, we can choose relative large u, w1 not satisfying the inequalities (4), (5)
and (6), but the JGI and AJGI algorithms also converge to the true solutions.This is because that the inequalities are
just the sufficient conditions but not the necessary conditions, and we magnify the inequalities too large during the
proofs. However, it is difficult to find the optimal values of the parameters u, w1 and ws.

Remark 3.5. In fact, the AJGI algorithm doesn’t increase the computational cost obviously compared with the JGI
algorithm, since the matrix X(k — 1) in Algorithm 5 can been written equivalently as follows:

X(k—1) = X(k - 1) + w2(1 — w1)uD1[C — AX(k — 1) — X(k — 1)B],
where X(k —1) and D1[C — AX(k — 1) — X(k — 1) B] have been computed in previous steps, so X(k —1) can be obtained
at a fraction of the cost. We can get the similar conclusion from Algorithm 6.
4. Numerical examples

In this section, three examples are given to illustrate the effectiveness of the AJGI algorithm. The
numerical experiments are performed in Matlab R2010 on an Intel dual core processor (3.20 GHZ, 4 GB
RAM). We use three iteration parameters to test the five algorithms in this paper with the iteration step
(denoted as IT), the computing time in seconds (denoted as CPU) and the relative residual (denoted as e).

Example 4.1. [6] Consider the following sylvester matrix equation

AX+XB=C

1 1 1 1 3 10
A_[Z —4]’B_[—1 1]’C_[—12 —8]'
In Fig.1, the convergence curves by five iterative solvers are recorded. From Fig.1 and Table 1, we find that the AJGI

algorithm converges faster than GI, JGI, RGI and AGBI algorithms, respectively, and the AJGI algorithm outperforms
other four algorithms in both iteration step and CPU time.

with
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0.5

Lo Gl
0.45r \ JGI

v ---RGI

0.4r

0.351

0.31
0.25-
0.2r
0.151

The relative residual

0.1
0.051

. . x
0 5 10 15 20 25 30
Iteration number k

Figure 1: Comparison of convergence curves for GI, JGI, RGI, AGBI and AJGI algorithms

Table 1: Numerical results of Example 1.

Method IT CPU ek
GI 215 3424x107° 9.3416e — 014
JGI 256 1.862x 1073  9.1605¢ — 014
RGI 185 2.847x1073  9.2090e — 014
AGBI 163 3.022x1073  8.9345¢ — 014
AJGI 97  0922x1073  8.2423¢ - 014

Example 4.2. [6] In this example, the experimental matrices contain a variable o, we choose m = n = 30. From
Figs.2, 3 and Table 2 we find that the AJGI algorithm converges faster than GI, |GI, RGI and AGBI algorithms,
respectively, and the larger the relaxed factor w; is, the faster the convergence of the AJGI algorithm. However, if w;
is too large, the algorithm may diverge. How to choose the optimal convergence factor wy is still an open problem.

0.5

0.45
0.4

0.35

0.3
0.25
0.2
0.15

The relative residual

0.1

0.05

0 10 20, 30
Iteration number k

Figure 2: Convergence curves for GI, JGI, RGI, AGBI and AJGI algorithms with a = 4

Table 2: Numerical results of Example 2.

Method IT CPU ex
GI 508 6.437x102  9.7462¢ — 014
JGI 321 3757x1072  9.4241¢ - 014
RGI 440 5.640%x1072  9.6562¢ — 014
AGBI 401  6.047x1072  9.6299 — 014
AJGI 160 2.429x1072  8.7991e — 014
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04l % N ---RGl ||
LR AGBI
035 RN - - AJGI fj
\

0.15

The relative residual
o
o
ol

0 10 20 30 40 50
Iteration number k

Figure 3: Convergence curves for AJGI algorithm with w, = 2,4,6,10and @ = 2.5

Example 4.3. Suppose that AX+XB = C, where A, B and C are 60 X 60 matrices and generated in Matlab as follows:
rand (‘state’,0);

A:triu(mnd(m,n),1)+diug(oz+diag(rand(m)))';
B=A; C=rand(m,m)+eye(m)*2 ; C = C + C'. In this example, we choose o = 6, and the systems is very ill-
conditioned. Here, we will also compare the AJGI algorithm with the SSJGI algorithm [17]. The SS|GI algorithm

improves the JGI algorithm by introducing a parameter 0, and it converges faster than the JGI algorithm by choosing
appropriate values of 0.

According to Figs.4, 5 and Table 3, we can see that the AJGI algorithm converges faster than GI, JGI, RGI, AGBI,
AJGI and SS]GI algorithms, respectively.

0.5

0.451
0.4r
0.35-
0.31
0.251
0.2
0.151

The relative residual

0.1r

0.05r

T T

0 5 10 15 20 25 30 35 40
Iteration number k

Figure 4: Convergence curves for GI, JGI, RGL, AGBI and AJGI algorithms

0.5

SSJGI
0.45¢ == AJGI

0.4r

0.35}
03f i

0.25¢
02t !

0.15} X
0.1f

The relative residual

0.05- RN

0 5 10 15 20 25 30
Iteration number k

Figure 5: Convergence curves for AJGI and SSJGI algorithms with 0 = 12
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Table 3: Numerical results of Example 3.

Method 1T CPU e
GI 847  0.360472  9.8006¢ — 014
JGI 499  0.206684  9.4557e — 014
RGI 735 0.319426  9.655%¢ — 014
AGBI 397 0.194878  9.4300e — 014
SSJGI 161  0.067995  9.4300e — 014
AJGI 75  0.036669  6.5804e — 014

5. Conclusions

In this paper, we propose an accelerated Jacobi-gradient based iterative (AJGI) algorithm for solving
Sylvester matrix equation AX + XB = C, and show that the iterative solution converges to the exact solution
for any initial value under certain assumptions. Moreover, the AJGI algorithm can be used to determine
the iterative solutions of nonlinear matrix equations, e.g., the Riccati equations. Finally, three numerical
examples are given to illustrate that the AJGI algorithm outperforms other five algorithms mentioned in
this paper in both iteration step and CPU time.
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