Exponent of Convergence for Double Sequences and Selection Principles
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Abstract. In this paper, we will define the exponent of convergence for double sequences and in that terminology, we will prove three new theorems in theory of selection principles for double sequences.

1. Introduction

Study of selection principles was initiated in 1920’s and 1930’s by W. Hurewicz [13, 14], F. Rothberger [25], W. Sierpiński [28] and others. Over the previous decades, selection principles attracted a great number of authors which led to a considerable number of papers. For a brief report to concepts and results related to selection principles and for their interplay with the theory of infinite topological games and other areas of mathematics, we refer to survey papers [17] and [27], articles [4, 7, 8, 16, 31] and references cited there.

In this paper, we will observe some selection principles for double sequences which are convergent under the Pringsheim definition of convergence [23]. Nowadays, theory of double sequences (in particular, theory of convergence of double sequences in Pringsheim’s sense) represent an important part of mathematical analysis and it is deeply interfered with many other mathematical disciplines (see, e.g. [12, 15, 21, 22, 26]).

Our attention will be focused on two important classes of positive real double sequences. The first class is consisted of those double sequences which converge to zero by Pringsheim, and the second class is the subclass of the first one consisting of double sequences with zero exponent of convergence. The main aim of this paper is to show that those classes satisfy some important selection principles.

Note that notion of exponents of convergence for double sequences (introduced in Section 2) present a new concept within theory of double sequences and that it is based on well known concept of exponents of convergence for sequences of positive real numbers which converge to zero (see, for example [1]). Exponents of convergence have been introduced by Pringsheim [24], and since then they were widely explored (see, for example [1, 2, 8–10, 18–20, 29, 30]). Also, an important role play generalizations of these concepts, and especially generalization of exponents of convergence which is given by using a sequence of exponents of convergence [1].

The structure of the paper is as follows. After short introduction, in Section 2 we give definitions of basic notions and notation which will be used in further work. In Section 3 we state and prove our main results.
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2. Notion and Notation

We recall now some notions and notations concerning double sequences and selection principles.

Let \(a \in \mathbb{R}\). A real double sequence \(x = (x_{m,n})\) converges to \(a\) by Pringsheim (denoted by \(P - \lim x = a\)) [23] if
\[
\lim_{\min\{m,n\} \to +\infty} x_{m,n} = a.
\]

Denote the class of such double sequences by \(\ell_2\) and the class of such positive double sequences by \(\ell_2^{+}\) (see [6]). A variation of (1) is given in [5].

Let \(x = (x_{m,n})\) be a double sequence of real numbers and let the double sequence \(S_x(x)\) which represents \(x\) be defined by \(S_x(x) = (S_{m,n}(x))\), where \(S_{m,n}(x) = \sum_{k=1}^{m} \left(\sum_{l=1}^{n} x_{k,l}\right)\), for all \(m, n \in \mathbb{N}\). Then we say that \(x\) has a finite sum in the Pringsheim sense, if there exists \(S_x^{(2)} \in \mathbb{R}\) such that \(S_x^{(2)} = P - \lim S_x(x)\), and we will use notation \(S_x^{(2)} = P - \sum_x\). Some other types of summarizing of double sequences are presented in [11].

A real number \(\lambda\) is said to be the exponent of convergence of a double sequence \(x = (x_{m,n}) \in \ell_2^{+}\) if for every \(\epsilon > 0\), the double sequence \(x_{\epsilon} = (x_{m,n}^{(\epsilon)})\) has a finite sum by Pringsheim, while the double sequence \(x_{\epsilon}^{*} = (x_{m,n}^{(\epsilon)*})\) does not have. If for every \(\epsilon > 0\), the double sequence \(x_{\epsilon} = (x_{m,n}^{(\epsilon)})\) doesn’t have a finite sum by Pringsheim, then we say that \(\lambda = +\infty\) is the exponent of convergence of \(x\).

Let \(\mathcal{S}_2\) be the set of all double sequences \(x = (x_{m,n})\) of positive real numbers and let \(\mathcal{A}\) and \(\mathcal{B}\) be two non-empty subsets of \(\mathcal{S}_2\).

(a) Let \(S_{\mathcal{A}}^{(\mathcal{B})}(\mathcal{A}, \mathcal{B})\) denotes the selection principle: For every double sequence \((A_{m,n})\) of elements of \(\mathcal{A}\) there is an element \(B\) of \(\mathcal{B}\) such that \(B = (b_{m,n})\) and \(b_{m,n} \in A_{m,n}\), for all \(m, n \in \mathbb{N}\);

(b) Let \(S_{\mathcal{A}}^{(\mathcal{B})}(\mathcal{A}, \mathcal{B})\) denotes the selection principle: For every double sequence \((A_{m,n})\) of elements of \(\mathcal{A}\) there is an element \(B\) of \(\mathcal{B}\) such that the set \(B \cap A_{m}\) is infinite, for all \(m, n \in \mathbb{N}\);

(c) Let \(\varphi : \mathbb{N} \times \mathbb{N} \to \mathbb{N}\) be a bijection. Then \(S_{\mathcal{A}}^{(\mathcal{B})}(\mathcal{A}, \mathcal{B})\) denotes the selection principle: For every sequence \((A_t)\) of elements of \(\mathcal{A}\) there is an element \(B\) of \(\mathcal{B}\) such that \(B = (b_{m,n})\) and \(b_{m,n} \in A_t\), for \(t = \varphi(m, n)\).

Let \(\lambda \in [0, +\infty)\) and let \(\ell_2^{(\lambda)}\) denote the set of all double sequences from \(\mathcal{S}_2\) which converge to zero under the Pringsheim definition of convergence and which exponent of convergence is \(\lambda\).

3. Results

In this section, we will state and prove three new theorems in theory of selection principles for double sequences.

Theorem 3.1. The selection principle \(S_{\ell_2}^{(\lambda)}(\ell_2, \ell_2^{(\lambda)}(\lambda))\) is satisfied for \(\lambda = 0\).

Proof. Let \((x_{m,k,l})\) be a double sequence of double sequences such that for all \((k, l) \in \mathbb{N} \times \mathbb{N}\) holds \(x^{(k,l)} = (x_{m,k,l}) \in \ell_2^{(\lambda)}\). Then, we will form a double sequence \(y = (y_{k,l})\) in the following way:

Step 1 Take \(y_{1,1}\) from double sequence \(x^{(1,1)}\) such that \(y_{1,1} \leq \frac{1}{2}\).

Step 2 For \((k, l) \in [(1, n), (2, n), \ldots, (n, n), \ldots, (n, 2), (n, 1)]\), where \(n \in \mathbb{N}, n \geq 2\), take \(y_{k,l}\) from the double sequence \(x^{(k,l)}\) such that \(y_{k,l} \leq \frac{1}{2^n}\).

For \(n \in \mathbb{N}\), let \(V_n(y)\) denotes the sum
\[
V_n(y) = y_{1,n} + y_{2,n} + \cdots + y_{n,n} + \cdots + y_{n,2} + y_{n,1}.
\]
Then we have
\[ V_n(y) \leq \frac{2n-1}{2^n}, \quad \text{for any } n \in \mathbb{N}, \]
and thus
\[ 0 < \sum_{n=1}^{+\infty} V_n(y) \leq \frac{2}{2} \sum_{n=1}^{+\infty} \frac{2n-1}{2^n}. \]
Since the series \( \sum_{n=1}^{+\infty} \frac{2n-1}{2^n} \) is convergent in \( \mathbb{R} \), it follows that the series \( \sum_{n=1}^{+\infty} V_n(y) \) is convergent in \( \mathbb{R} \), too. Thus, we can conclude that the double sequence \( y \) has finite diagonal sum
\[ S_1^{(y)} = \sum y = \lim_{n \to +\infty} S_n(y) = \lim_{n \to +\infty} \left( \sum_{k=1}^{n} \sum_{l=1}^{n} y_{k,l} \right) \]
in \( \mathbb{R} \) (more about diagonal sums can be seen in [11]). Now, by results obtained in [11], we have that \( y \in c_{2,+}^0 \).

Further, for arbitrary \( \varepsilon > 0 \), \( n \in \mathbb{N} \) and \((k,l)\) as above, we have \( y_{k,l}^{(\varepsilon)} \leq \frac{1}{2^n} \), so for double sequence \( y^{(\varepsilon)} = (y_{k,l}^{(\varepsilon)}) \), holds \( V_n(y^{(\varepsilon)}) \leq \frac{2n-1}{2^n} \), and thus
\[ S_1^{(y^{(\varepsilon)})} \leq \sum_{n=1}^{+\infty} \frac{2n-1}{2^n}. \]
Since
\[ \lim_{n \to +\infty} \frac{(2n+2)2^n}{(2n-1)2^{n+1}} = \frac{1}{2^n} < 1, \]
we have that the series \( \sum_{n=1}^{+\infty} \frac{2n-1}{2^n} \) is convergent, so again by results from [11] we obtain that double sequence \( y \) has finite sum by Pringsheim \( S_2^{(y)} = P - \sum y \).

Now, let \( \varepsilon < 0 \). By construction of double sequence \( y \), we have that \( \lim_{n \to +\infty} y_{n,n} = 0 \), which implies \( \lim_{n \to +\infty} y_{k,l}^{(\varepsilon)} = +\infty \), and thus the double sequence \( y \) do not converge to zero by Pringsheim. By results from [11] the double sequence \( y \) does not have finite sum by Pringsheim. \( \square \)

Lj. Kočinac [16] initiated study of selection principles related to \( \alpha_{c}\)-properties. Interplay between \( \alpha_{2}\)-property and classes of double sequences \( c_{2,+}^0 \) and \( c_{2,+}^1(\lambda) \) is presented in the following theorem.

**Theorem 3.2.** The selection principle \( \alpha_{c,2}^{(0)}(c_{2,+}^0, c_{2,+}^1(\lambda)) \) is satisfied for \( \lambda = 0 \).

**Proof.** Let primes be sorted in ascending order \( 2 = p_1 < p_2 < \cdots < p_i < \cdots \), and let \( y = (y_{k,l}) \) be a double sequence created by procedure presented in proof of Theorem 3.1. Then, for given \( n \in \mathbb{N} \) and \((k,l) \in \{(1,n),(2,n),\ldots,(n,n),\ldots,(n,2),(n,1)\} \) holds \( y_{k,l} \leq \frac{1}{2^n} \).

Further, let \( (x_{m,n,k,l}) \) be a double sequence of double sequences, where for every \((k_0,l_0) \in \mathbb{N} \times \mathbb{N} \) holds
\[ x_{(k_0,l_0)} = (x_{m,n,k_0,l_0}) \in c_{2,+}^{(0)}. \]
We can assume that this double sequence of double sequences is sorted (by some of standard methods) into a sequence of double sequences \( (x_{k,l}) \) by \( t \in \mathbb{N} \).

For fixed natural number \( t \in \mathbb{N} \), we will observe a sequence \( (x_{t,s}^{(0)}) \) by \( s \in \mathbb{N} \). This sequence converge to zero when \( s \to +\infty \). Then, there exist \( s_t \in \mathbb{N} \) and a subsequence
\[ (x_{t,s}^{(0)}), \]
such that
\[ \sum_{n=0}^{\infty} x_{t_0 y_0 j_0} \leq \frac{1}{2}. \]

Now, for every \( s \geq s_p \) holds \( x_{t_0 y_0 j_0} \leq \frac{1}{2} \), which implies \( x_{t_0 y_0 j_0} \leq \frac{1}{2^n} \), for the same \( s \).

In the double sequence \( y \), we will replace elements \( y_{k,t} \), where \( k = p_{t_0}^{\phi(s)} \) for \( s \geq s_p \), with the elements \( x_{t_0 y_0 j_0} \). This will be done for every \( t \in \mathbb{N} \). In this way, we obtain the double sequence \( \bar{y} = (\bar{y}_{k,t}) \). Then we have

\[ 0 < \sum \bar{y} \leq \sum y + \sum_{i=1}^{\infty} \frac{1}{2^i} < +\infty, \]

and therefore \( P - \lim \bar{y} = 0 \). Moreover, the following hold:

1° \( \bar{y} \cap (x_{i,j,t}) \) is an infinite set, for every \( t \in \mathbb{N} \);

2° \( \bar{y} \in \mathfrak{d}_{\mathbb{N}+} \);

3° \( P - \lim \bar{y} \in \mathbb{R} \).

Further, for arbitrary \( \varepsilon < 0 \), we will observe the double sequence \( \bar{y} = (\bar{y}_{k,t}) \). Since \( \lim_{t \to +\infty} y_{k,t} = 0 \) implies \( \lim_{t \to +\infty} \bar{y}_{k,t} = +\infty \), we can conclude that double sequence \( \bar{y} \) does not have finite sum by Pringsheim.

Now, let \( \varepsilon > 0 \). Then

\[ 0 < \sum \bar{y} \leq \sum y' + \sum_{i=1}^{\infty} \frac{1}{2^i} < +\infty, \]

since \( \lim_{t \to +\infty} \sum_{i=1}^{\infty} \frac{1}{2^i} = 2^{\varepsilon} < 1 \). Thus, \( \sum \bar{y} \) is finite, so the double sequence \( \bar{y} \) has a finite sum by Pringsheim, according to [11]. This completes the proof of the theorem.  

\[ \square \]

**Theorem 3.3.** The selection principle \( S_1^0 (c_{2,+} \mathfrak{d}_{2,+} (\lambda)) \) is satisfied for \( \lambda = 0 \).

**Proof.** Let \( (x_{i,j,t}) \) be a sequence of double sequences such that for every \( (k_0, l_0) \in \mathbb{N} \times \mathbb{N} \) holds \( x_{(k_0,l_0)} = (x_{i,j,k_0}) \in c_{2,+} \). Let \( \varphi : \mathbb{N} \times \mathbb{N} \to \mathbb{N} \) be a bijective function. Then, for every fixed \( t \in \mathbb{N} \), there exists \( (m_t, n_t) \in \mathbb{N} \times \mathbb{N} \) such that \( \varphi(m_t, n_t) = t \). Let \( M_t = \max(m_t, n_t) \). Now, we create a double sequence \( y = (y_{m,n}) \) such that \( y_{m,n} \leq \frac{1}{2^m} \) and \( y_{m,n} \in x_{i,j,t} \). Then we have that \( y \in c_{2,+} \) and this double sequence \( y \) for every sequence \( (x_{i,j,t}), t \in \mathbb{N} \), has exactly one element \( y_{m,n} \in (x_{i,j,t}) \).

Similar as in proof of Theorem 3.1, we can obtain that double sequence \( y \) has zero exponent of convergence. This means that \( y \in c_{2,+} (\lambda) \), for \( \lambda = 0 \). \( \square \)

**Remark 3.4.**

(a) The selection principles \( \alpha_i^k (c_{2,+} \mathfrak{d}_{2,+} (\lambda)) \), for \( i \in \{3, 4\} \) are satisfied for \( \lambda = 0 \).

Also, the selection principles \( \alpha_i (c_{2,+} \mathfrak{d}_{2,+} (\lambda)) \) for \( i \in \{2, 3, 4\} \) are satisfied for \( \lambda = 0 \) (more arguments about these selection properties can be found in [3, 6]).

(b) Analogues of Theorems 3.1, 3.2 and 3.3 hold if we replace the first coordinate \( c_{2,+} \) with the class of all double sequences form \( \mathfrak{S}_2 \) which have at least one Pringsheim’s point equal to zero (more about Pringsheim’s points can be found in [6]).

(c) By Theorems 3.1, 3.2 and 3.3 we have that corresponding selection principles are mutually equivalent.
References