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Abstract. It can be found that widely orthant dependent (WOD) random variables are weaker than
extended negatively orthant dependent (END) random variables, while END random variables are weaker
than negatively orthant dependent (NOD) and negatively associated (NA) random variables. In this paper,
we investigate the Bahadur representation of sample quantiles based on WOD sequences. Our results
extend the corresponding ones of Ling [N.X. Ling, The Bahadur representation for sample quantiles under
negatively associated sequence, Statistics and Probability Letters 78(16) (2008), 2660–2663], Xu et al. [S.F. Xu,
L. Ge, Y. Miao, On the Bahadur representation of sample quantiles and order statistics for NA sequences,
Journal of the Korean Statistical Society 42(1) (2013), 1–7] and Li et al. [X.Q. Li, W.Z. Yang, S.H. Hu, X.J.
Wang, The Bahadur representation for sample quantile under NOD sequence, Journal of Nonparametric
Statistics 23(1) (2011), 59–65] for the case of NA sequences or NOD sequences.

1. Introduction

Assume that {Xn}n≥1 is a sequence of random variables defined on a fixed probability space (Ω,F ,P)
with a common marginal distribution function F(x) = P(X1 ≤ x). F is a distribution function (continuous
from the right, as usual). For 0 < p < 1, the pth quantile of F is defined as

ξp = inf{x : F(x) ≥ p}

and is alternately denoted by F−1(p). The function F−1(t), 0 < t < 1, is called the inverse function of F. For
a sample X1,X2, · · · ,Xn, n ≥ 1, let Fn represent the empirical distribution function based on X1,X2, . . . ,Xn,
which is defined as Fn(x) = 1

n
∑n

i=1 I(Xi ≤ x), x ∈ R, where I(A) denotes the indicator function of a set A and
R is the real line. For 0 < p < 1, we define F−1

n (p) = inf{x : Fn(x) ≥ p} as the pth quantile of sample.
Bahadur [3] consider the independent and identically distributed (i.i.d.) random variables and get the

following results (or see Lemma 2.5.4 E and Theorem 2.5.1 in [15]).
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Theorem 1.1. Let 0 < p < 1 and {Xn}n≥1 be a sequence of i.i.d. random variables. Suppose that F(x) is twice
differentiable at ξp, with F′(ξp) = f (ξp) > 0. Let {an} be a sequence of positive constants such that

an ∼ c0n−1/2(log n)q, n→∞,

for some constants c0 > 0 and q ≥ 1/2. Put

Hp,n = sup
|x|≤an

∣∣∣∣[Fn(ξp + x) − Fn(x)] − [F(ξp + x) − F(ξp)]
∣∣∣∣.

Then with probability 1

Hp,n = O(n−
3
4 (log n)

1
2(q+1) ), n→∞.

Theorem 1.2. Let 0 < p < 1 and {Xn}n≥1 be a sequence of i.i.d. random variables. Suppose that F(x) is twice
differentiable at ξp, with F′(ξp) = f (ξp) > 0. Then with probability 1

ξp,n = ξp −
Fn(ξp) − p

f (ξp)
+ O(n−

3
4 (log n)

3
4 ), n→∞.

At present, many researchers have extended Theorem 1.1 and Theorem 1.2 for i.i.d. random variables
to the many dependent cases of random variables. For example, Sen [14], Babu and Singh [2], Yoshihara
[32], Sun [20], Wang et al. [25] and Zhang et al. [33] studied the Bahadur representation under the cases
of ϕ-mixing sequences or strong mixing (α-mixing) sequences. Wendler [28] investigated the Bahadur
representation for U-quantiles of α-mixing sequences and functionals of absolutely regular sequences.
Wendler [29] also studied the generalized Bahadur representation for U-quantile processes and generalized
linear statistics under dependent data such as α-mixing sequences and β-mixing sequences.

Meanwhile, Ling [10] and Xu et al. [31] investigated the Bahadur representation under the case of
negatively associated (NA) sequences, Li et al. [9] extended and improved the results of Ling [10] to
the case of negatively orthant dependent (NOD) random variables, which are weaker than NA random
variables. For the other works on Bahadur representation and related works, one can refer to [4], [6], [7],
[17], [30] and the references therein. In this paper, we study the Bahadur representation of sample quantiles
based on widely orthant dependent (WOD) sequences, which are weaker than extended negatively orthant
dependent (END) random variables. It is pointed out that END random variables are weaker than NOD
and NA random variables. The concept of WOD random variables can be found in many paper such as in
Wang et al. [27].

Definition 1.3. For the random variables {Xn}n≥1, if there exists a finite sequence of real numbers {1u(n)}n≥1 such
that for each n ≥ 1 and for all xi ∈ (−∞,∞), 1 ≤ i ≤ n,

P
( n⋂

i=1

(Xi > xi)
)
≤ 1u(n)

n∏
i=1

P(Xi > xi),

then we say that the random variables {Xn}n≥1 are widely upper orthant dependent (WUOD), if there exists a finite
sequence of real numbers {1l(n)}n≥1 such that for each n ≥ 1 and for all xi ∈ (−∞,∞), 1 ≤ i ≤ n,

P
( n⋂

i=1

(Xi ≤ xi)
)
≤ 1l(n)

n∏
i=1

P(Xi ≤ xi),

then we say that the random variables {Xn}n≥1 are widely lower orthant dependent (WLOD). If the random variables
{Xn}n≥1 are both WUOD and WLOD, then we say that the random variables {Xn}n≥1 are widely orthant dependent
(WOD).
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It can be found that 1u(n) ≥ 0 and 1l(n) ≥ 0 for all n ≥ 1. Sometimes, we can take

1u(n) = sup
xi∈(−∞,∞),1≤i≤n

P
(⋂n

i=1(Xi > xi)
)

∏n
i=1 P(Xi > xi)

, n ≥ 1,

and

1l(n) = sup
xi∈(−∞,∞),1≤i≤n

P
(⋂n

i=1(Xi ≤ xi)
)

∏n
i=1 P(Xi ≤ xi)

, n ≥ 1,

if 1u(n) < ∞ and 1l(n) < ∞ for all n ≥ 1.
Wang et al. [27] studied the uniform asymptotics for the finite-time ruin probability of risk model with a

constant interest rate under the case of WOD random variables. They also gave some examples to illustrate
WLOD and WUOD structures (see Section 3 of Wang et al. [27]). For more results of risk model under the
case of WOD random variables, one can refer to Wang and Cheng [22], Liu et al. [12], and Wang et al. [23],
etc.

If 1u(n) = 1l(n) = 1, the WOD random variables are NOD random variables. The concepts of NOD
and NA sequences were introduced by Joag-Dev and Proschan [8]. They pointed out that NA random
variables are NOD random variables, but the converse statement cannot always be true. Various results
and examples of NOD and NA random variables can be found in [1], [11], [13], [16], [19], [21], [24], etc.

On the other hand, if 1u(n) = 1l(n) = M > 0, then WOD random variables form END random variables.
The concept of END sequence was introduced by Liu [11]. Obviously, END random variables extend the
corresponding one of NOD random variables. For the works on the END random variables, one can refer
to [5], [18], [26] and the references therein.

In this paper, by using an exponential inequality for WOD sequences (see Lemma 2.3 in Section 2), we
investigate the Bahadur representation of sample quantiles based on this stochastic processes. Our results
extend the corresponding ones of Ling [10], Xu et al. [31] and Li et al. [9]. For the details, please see the
main results in Section 3. Some lemmas are presented in Section 2.

Though out the paper, for a fixed p ∈ (0, 1), let ξp = F−1(p), ξp,n = F−1
n (p). Meanwhile, let dxe denote the

largest integer not exceeding x, C,C1,C2, · · · denote positive constants whose values do not depend on n
and may vary at each occurrence.

2. Some Lemmas

Lemma 2.1 (Wang et al. [23], Proposition 1.1). (1) Let {Xn}n≥1 be WUOD (WLOD) with dominating coefficients
1u(n), n ≥ 1 (1l(n),n ≥ 1). If { fn(·)}n≥1 are nondecreasing, then { fn(Xn)}n≥1 are still WUOD (WLOD) with
dominating coefficients 1u(n), n ≥ 1 (1l(n),n ≥ 1); if { fn(·)}n≥1 are nonincreasing, then { fn(Xn)}n≥1 are WLOD
(WUOD) with dominating coefficients 1l(n), n ≥ 1 (1u(n),n ≥ 1).

(2) If {Xn}n≥1 are non-negative and WUOD, then

E

 n∏
i=1

Xi

 ≤ 1u(n)
n∏

i=1

E(Xi), n ≥ 1.

In particular, if {Xn}n≥1 are WUOD, then for any s > 0,

E

exp

s
n∑

i=1

Xi


 ≤ 1u(n)

n∏
i=1

E
(
exp{sXi}

)
, n ≥ 1.

Lemma 2.2. Let X be a random variable with E(X) = 0 and |X| ≤ b, where b is a positive constant. Then for λ > 0,

E
(
exp(λX)

)
≤ exp

{
λ2b2

2(1 − C)

}
,

where λb ≤ C < 1.
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Proof. Let δ2 = E(X2). For |X| ≤ b, it can be seen that

E|X|n ≤ δ2bn−2, n ≥ 2.

By Taylor’s expansion, E(X) = 0 and the fact 1 + x ≤ ex, for any λb ≤ C < 1, we can get that

E
(
exp{λ(X)}

)
= 1 +

∞∑
j=2

E(λX) j

j!

≤ 1 +
λ2

2
δ2 +

λ3

3!
bδ2 +

λ4

4!
b2δ2
· · · +

λ jb j−2δ2

j!
+ · · ·

≤ 1 +
λ2δ2

2

(
1 + λb + (λb)2 + · · · + (λb) j−2 + · · ·

)
≤ 1 +

λ2δ2

2(1 − λb)
≤ exp

{
λ2b2

2(1 − C)

}
.

This completes the proof of the lemma.

Lemma 2.3. Let {Xn}n≥1 be a sequence of WOD random variables with dominating coefficients1(n) � max{1u(n), 1l(n)}.
Assume that EXn = 0 and |Xn| ≤ b for each n ≥ 1, where b is a positive constant. Then for any 0 < C < 1 and
0 < ε < bC

1−C , we have that

P


∣∣∣∣∣∣∣

n∑
i=1

Xi

∣∣∣∣∣∣∣ > nε

 ≤ 21(n) exp
(
−

nε2

4K

)
, (1)

where K = b2

2(1−C) .

Proof. By Markov’s inequality, Lemma 2.1(2) and Lemma 2.2, for 0 < λb ≤ C < 1, we have that

P

 n∑
i=1

Xi > nε

 ≤ exp(−λnε)E

exp

λ n∑
i=1

Xi




≤ exp(−λnε)1(n)
n∏

i=1

E
(
exp(λXi)

)
≤ exp(−λnε)1(n)

n∏
i=1

exp
(
λ2b2

2(1 − C)

)
= 1(n) exp(−λnε + Kλ2n).

Optimizing the exponent in the term of this upper bound, we find λ = ε/(2K). Taking λ = ε
2K =

ε(1−C)
b2 , it is

easily seen that λb =
ε(1−C)

b < C. Then

P

 n∑
i=1

Xi > nε

 ≤ 1(n) exp
(
−

nε2

4K

)
. (2)

Since {−Xn}n≥1 are also WOD, we can replace Xi by −Xi in the above statement and get that

P

 n∑
i=1

Xi < −nε

 ≤ 1(n) exp
(
−

nε2

4K

)
. (3)

By combining (2) with (3), (1) holds true.
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Lemma 2.4 (Serfling [15], Lemma 1.1.4). Let F(x) be a right-continuous distribution function. The inverse func-
tion F−1(t), 0 < t < 1, is nondecreasing and left-continuous, and satisfies

(i) F−1(F(x)) ≤ x, −∞ < x < ∞;
(ii) F(F−1(t)) ≥ t, 0 < t < 1;
(iii) F(x) ≥ t if and only if x ≥ F−1(t).

Lemma 2.5. Let 0 < p < 1 and {Xn}n≥1 be a sequence of WOD random variables with dominating coefficient
1(n) � max{1u(n), 1l(n)}, which satisfy that log(1(n)+1)

n → 0 as n → ∞. Assume that the common marginal
distribution function F(x) is differentiable at ξp with F′(ξp) = f (ξp) > 0. Suppose that f ′(x) is bounded in a
neighborhood of ξp, say ℵp. Then there exists some positive constant λ, with probability 1

|ξp,n − ξp| ≤
√

λ + 1
[
log(1(n) + 1)) + log n)

]1/2

f (ξp)n1/2
, (4)

for all n sufficiently large.

Proof. Let λ > 0, whose value will be given later, and denote

εn =
√

λ + 1
[log(1(n) + 1) + log n]1/2

f (ξp)n1/2
, n ≥ 1.

Write

P(|ξp,n − ξp| > εn) = P(ξp,n > εn + ξp) + P(ξp,n < εn − ξp).

By Lemma 2.4(iii),

P(ξp,n > ξp + εn) = P(p > Fn(ξp + εn)) = P(1 − Fn(ξp + εn) > 1 − p)

= P

 n∑
i=1

I(Xi > ξp + εn) > n(1 − p)


= P

 n∑
i=1

(Vi − E(Vi)) > nδn1

 ,
where Vi = I(Xi > ξp + εn) and δn1 = F(ξp + εn) − p. Similarly,

P(ξp,n < ξp − εn) ≤ P(p ≤ Fn(ξp − εn)) = P

 n∑
i=1

(Wi − E(Wi)) ≥ nδn2

 ,
where Wi = I(Xi ≤ ξp − εn) and δn2 = p − F(ξp − εn).

Since F(x) is continuous at ξp with F′(ξp) > 0, ξp is the unique solution of F(x−) ≤ p ≤ F(x) and F(ξp) = p.
By the assumption on f ′(x) and Taylor’s expansion, it follows that

δn1 = F(ξp + εn) − p = F(ξp + εn) − F(ξp) = f (ξp)εn + o(εn),

δn2 = p − F(ξp − εn) = F(ξp) − F(ξp − εn) = f (ξp)εn + o(εn).

Therefore, we can get that√
λ + 1/2[log(1(n) + 1) + log n]1/2/n1/2

≤ F(ξp + εn) − p,

for all n sufficiently large. Similarly, p − F(ξp − εn) satisfies a similar relation. Consequently, it has that

n[min(δn1, δn2)]2
≥ (λ + 1/2)[log(1(n) + 1) + log n], (5)
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for all n sufficiently large.
By Lemma 2.1(1), {Vi−E(Vi)}1≤i≤n and {Wi−E(Wi)}1≤i≤n are also WOD random variables with dominating

coefficients 1(n) = max{1u(n), 1l(n)}. Obviously, by the fact |Vi − E(Vi)| ≤ 1, |Wi − E(Wi)| ≤ 1 and εn → 0 as
n → ∞, there exists a constant 0 < C1 < 1 such that 0 < δn1 <

C1
1−C1

and 0 < δn2 <
C1

1−C1
for all n sufficiently

large. So by (2) and (3), for all n sufficiently large, we obtain that

P(ξp,n > ξp + εn) ≤ 1(n) exp
−nδ2

n1

4K


and

P(ξp,n < ξp − εn) ≤ 1(n) exp
{
−

nδ2
n2

4K

}
,

where K = 1
2(1−C1) . Consequently,

P(|ξp,n − ξp| > εn) ≤ 21(n) exp
{
−

n[min(δn1, δn2)]2

4K

}
(6)

for all n sufficiently large. By (5) and (6), we take λ = 4K and get that

∞∑
n=1

P(|ξp,n − ξp| > εn) ≤ C
∞∑

n=1

1(n)
(n[1(n) + 1])1+1/(8K)

≤ C
∞∑

n=1

1
n1+1/(8K)(1(n) + 1)1/(8K)

≤ C
∞∑

n=1

1
n1+1/(8K)

< ∞,

which implies that with probability 1, the relations |ξp,n − ξp| > εn hold for only finitely many n by Borel-
Cantelli Lemma. Thus (4) holds true.

3. Main Results and their Proofs

Theorem 3.1. Let 0 < p < 1 and {Xn}n≥1 be a sequence of WOD random variables with dominating coefficients
1(n) � max{1u(n), 1l(n)}, which satisfy that log(1(n)+1)

n → 0 as n → ∞. Assume that the common marginal
distribution function F(x) is differentiable with derivative function f (x) in a neighborhood ℵp of ξp such that

0 < d � sup{ f (x) : x ∈ ℵp} < ∞.

Then there exists a positive constant C1, with probability 1

sup
x∈Dn

∣∣∣∣(Fn(x) − F(x)) − (Fn(ξp) − p)
∣∣∣∣ ≤ (1 + d)

(
C1[log(1(n) + 1) + log n]

n

)1/2

, (7)

for all n sufficiently large, where

Dn = [ξp − τn, ξp + τn], τn =
√

C1
[log(1(n) + 1) + log n]1/2 log n

n1/2(log log n)1/2
.
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Theorem 3.2. Assume that conditions of Theorem 3.1 hold true. Then there exists a positive constant C2, with
probability 1,

sup
x∈Dn

|Fn(x) − F(x)| ≤ (1 + d)
(

C2[log(1(n) + 1) + log n]
n

)1/2

, (8)

for all n sufficiently large.

Theorem 3.3. Suppose that conditions of Theorem 3.1 are satisfied, F′(ξp) = f (ξp) > 0 and f ′(x) is bounded in some
neighborhood of ξp. Then with probability 1,

ξp,n = ξp −
Fn(ξp) − p

f (ξp)
+ O

(
[log(1(n) + 1) + log n]1/2

n1/2

)
, n→∞. (9)

Remark 3.4. Ling [10] investigated the Bahadur representation for sample quantiles under NA sequences,
Li et al. [9] generalized and improved the results of Ling [10] to the case of NOD sequences, and obtained

the bound as O( (log n)1/2

n1/2 ), a.s. (see Theorems 2.1-2.3 of Li et al. [9]). Meanwhile, Xu et al. [31] obtained

the bound o( (log n)1/2

n1/2 ), a.s., for the Bahadur representation of sample quantiles under NA sequences (see
Theorem 2.1 of Xu et al. [31]). On the other hand, if 1u(n) = 1l(n) = M > 0, then WOD random variables are
END random variables. In particulary, if M = 1, then END random variables form NOD random variables.
So by taking 1(n) = 1u(n) = 1l(n) = M = 1 in our results of Theorems 3.1-3.3, one can get the bound as

O( (log n)1/2

n1/2 ), a.s., which coincides with the corresponding one of Li et al. [9]. Therefore, our results generalize
the corresponding ones of Ling [10], Xu et al. [31] and Li et al. [9] to the case of WOD random variables.

Proof of Theorem 3.1. For some C1 > 0, whose value will be given later, let

tn =
√

C1[log(1(n) + 1) + log n]1/2/n1/2, ηr,n = ξp + rtn, for n > 2,

∆r,n = Fn(ηr,n) − F(ηr,n) − Fn(ξp) + p for r = 0,±1,±2, · · · ± dbne,

where bn = log n/(log log n)1/2. For x ∈ Dn, denote

1(x) = Fn(x) − F(x) − Fn(ξp) + p.

Then, for all x ∈ [ηr,n, ηr+1,n], r = 0, ±1,±2, · · · ± dbne,

1(x) ≤ Fn(ηr+1,n) − F(ηr,n) − Fn(ξp) + p ≤ ∆r+1,n + dtn. (10)

Similarly,

1(x) ≥ Fn(ηr,n) − F(ηr+1,n) − Fn(ξp) + p ≥ ∆r+1,n − dtn. (11)

Therefore, by (10) and (11), we have

sup
x∈Dn

|Fn(x) − F(x) − Fn(ξp) + p| ≤ max
0≤|r|≤dbne

|∆r,n| + dtn. (12)

By the notations above, it follows

P(|∆r,n| > tn) ≤ P
(
|Fn(ηr,n) − F(ηr,n)| >

tn

2

)
+ P

(
|Fn(ξp) − p| >

tn

2

)
� In1 + In2. (13)

For i = 1, 2, · · · ,n, r = 0,±1,±2, · · · ,±dbne, denote

ξi = I(Xi ≤ ηr,n) − E(I(Xi ≤ ηr,n)), 1 ≤ i ≤ n.
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From Lemma 2.1(1), it can be seen that {ξi}1≤i≤n are also WOD random variables with the dominating
coefficients 1(n) = max{1u(n), 1l(n)}. By the fact |ξi| ≤ 1 and tn/2 → 0 as n → ∞, there exists a positive
constant 0 < C2 < 1 such that 0 < tn/2 <

C2
1−C2

for all n sufficiently large. Hence, by Lemma 2.3, we have for
all n sufficiently large that,

In1 = P
(
|Fn(ηr,n) − F(ηr,n)| >

tn

2

)
= P


∣∣∣∣∣∣∣

n∑
i=1

ξi

∣∣∣∣∣∣∣ > ntn/2


≤ 21(n) exp

{
−

nt2
n

16K1

}
≤

21(n)

[(1(n) + 1)n]
C1

16K1

, (14)

where K1 = 1
2(1−C2) . Likewise, we have for all n sufficiently large that,

In2 = P
(
|Fn(ξp) − p| >

tn

2

)
≤ 21(n) exp

{
−

nt2
n

16K1

}
≤

21(n)

[(1(n) + 1)n]
C1

16K1

. (15)

Taking C1 = 17K1, we have by (13), (14) and (15) that for all n sufficiently large,

∞∑
n=1

P
(

max
0≤r≤dbnd

|∆r,n| > tn

)
≤

∞∑
n=1

dbne∑
r=−dbne

P(|∆r,n| > tn)

≤ C3

∞∑
n=1

1(n) log n
(log log n)1/2n17/16(1(n) + 1)17/16

≤ C3

∞∑
n=1

log n
(log log n)1/2n17/16(1(n) + 1)1/16

≤ C3

∞∑
n=1

log n
(log log n)1/2n17/16

< ∞.

By Borel-Cantelli lemma, it follows that with probability 1, the relations max
0≤|r|≤dbne

|∆r,n| > tn hold true for only

finitely many n. Together with Equations (12) and (13), with probability 1, (7) holds true. �

Proof of Theorem 3.2. Let C2 > 0, whose value will be given later. For n > 2, let tn = ( C2[log(1(n)+1)+log n]
n )1/2 and

sr,n = ξp + rtn, dr,n = Fn(sr,n) − F(sr,n),

for r = 0,±1,±2, · · · ± dbne and bn =
√

C1/C2 log n/(log log n)1/2, where C1 is defined in Theorem 3.1. Then
for any x ∈ [ξp + rtn, ξp + (r + 1)tn], r = 0,±0,±1,±2, · · · ± dbne, it has that

dr,n − dtn ≤ Fn(x) − F(x) ≤ dr+1,n + dtn.

Hence

sup
|x−ξp |≤τn

|Fn(x) − F(x)| ≤ max
0≤|r|≤dbne

|dr,n| + dtn,

where τn is defined in Theorem 3.1. Let

ηi � I(Xi ≤ ξp + rtn) − EI(Xi ≤ ξp + rtn), i = 1, 2, · · · ,n.
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Obviously, by Lemma 2.1(1), {ηi}1≤i≤n are also WOD random variables with the dominating coefficients
1(n) = max{1u(n), 1l(n)}. On the other hand, by the fact |ηi| ≤ 1 and tn → 0 as n→ ∞, there exists a positive
constant 0 < C3 < 1 such that 0 < tn <

C3
1−C3

for all n sufficiently large. We have by Lemma 2.3 that

P(|dr,n| > tn) = P(|Fn(ξp + rtn) − F(ξp + rtn)| > tn)

= P


∣∣∣∣∣∣∣

n∑
i=1

ηi

∣∣∣∣∣∣∣ > ntn

 ≤ 21(n) exp
{
−

nt2
n

4K2

}
≤

21(n)
[(1(n) + 1)n]C2/(4K2)

,

where K2 = 1
2(1−C3) . By taking C2 = 5K2, it has

P(|dr,n| > tn) ≤
21(n)

[(1(n) + 1)n]5/4
.

Consequently,

∞∑
n=1

P( max
0≤r≤dbne

|dr,n| > tn) ≤ C4

∞∑
n=1

1(n) log n
[(1(n) + 1)n]5/4(log log n)1/2

< ∞.

By Borel-Cantelli lemma, with probability 1, the relations max
0≤|r|≤dbne

|dr,n| > tn hold true for only finitely many

n. Therefore, with probability 1, (8) holds true. �

Proof of Theorem 3.3. Applying Lemma 2.5, we obtain that with probability 1, for all n sufficiently large,

|ξp,n − ξp| ≤

√
λ + 1[log(1(n) + 1) + log n]1/2

f (ξp)n1/2
, (16)

where λ is a positive constant. So, with probability 1, ξp,n ∈ Dn for all n sufficiently large. By Theorem 3.1,
with probability 1, for all n sufficiently large, we have that

Fn(ξp) − F(ξp) = Fn(ξp,n) − F(ξp,n) + O
(

[log(1(n) + 1) + log n]1/2

n1/2

)
, n→∞. (17)

Meanwhile, by (16), assumption on f ′(x), Taylor’s expansion and Theorem 3.2, we can get that with
probability 1, for all n sufficiently large,

|Fn(ξp,n) − p| ≤ |Fn(ξp,n) − F(ξp,n)| + |F(ξp,n) − F(ξp)|
≤ sup

x∈Dn

|Fn(x) − F(x)| + f (ξp)|ξp,n − ξp| + o(|ξp,n − ξp|)

= O
(

[log(1(n) + 1) + log n]1/2

n1/2

)
. (18)

On the other hand, from the assumption on f ′(x), by Taylor’s expansion again and Equations (17) and
(18), we obtain that with probability 1, for all n sufficiently large,

Fn(ξp) − F(ξp) = F(ξp) − F(ξp,n) + O
(

[log(1(n) + 1) + log n]1/2

n1/2

)
= − f (ξp)(ξp,n − ξp) −

1
2

f ′(ωn)(ξp,n − ξp)2 + O
(

[log(1(n) + 1) + log n]1/2

n1/2

)
= − f (ξp)(ξp,n − ξp) + O

(
[log(1(n) + 1) + log n]1/2

n1/2

)
,
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where ωn is a random variable between ξp,n and ξp. Reorganizing the terms in the above equality, we can
get that with probability 1,

ξp,n − ξp = −
Fn(ξp) − p

f (ξp)
+ O

(
[log(1(n) + 1) + log n]1/2

n1/2

)
, n→∞.

So (9) holds true. �
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