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On Certain Double A-summability Methods

Ekrem Savas?®

stanbul Ticaret University, Department of Mathematics, Uskiidar-Istanbul/Turkey

Abstract. The aim of this paper is to continue our investigations in line of our recent paper, Savas [24] and
[26]. We introduce the notion of A~ double statistical convergence which includes the new summability
methods studied in [24] and [23] as special cases and make certain observations on this new and more
general summability method.

1. Introduction

The idea of convergence of a real sequence has been extended to statistical convergence by Fast [6] and
later also by Schoenberg [32] as follows: Let K be a subset of N. Then asymptotic density of K is denoted by

n—oo

lim %l{k <n:keKj}
where the vertical bars denoted the cardinality of the enclosed set.

A sequence (xi) of real numbers is said to be statistically convergent to L if for arbitrary € > 0 the set
K(e) = {n € N : |x, — L| > €} has natural density zero. Statistical convergence turned out to be one of the
most active areas of research in summability theory after the works of Fridy [8] and Salat [27]. More works
on statistically convergence can be find from [1], [19], [30] and [33].

The notion of statistical convergence was further extended to I-convergence [14] using the notion of
ideals of N. Many interesting investigations using the ideals can be found in ( [3], [2], [13], [15],[29], [28],
[36] and [35]). In particular in [24] and [23] ideals were used to introduce new concepts of double I-statistical
convergence, double I-lacunary statistical convergence and double I, -statistical convergence.

Natural density was generalized by Freeman and Sember in [9] by replacing C; with a nonnegative
regular summability matrix A = (a,x). Thus, if K is a subset of N then the A-density of K is given by
0a(K) = limy, Y gk anx if the limit exists.

On the other hand, the idea of A-statistical convergence was introduced by Kolk [12] using a non-
negative regular matrix A (which subsequently included the ideas of statistical, lacunary statistical or A—
statistical convergence as special cases). More recent work in this line can be found in ([5],[18], [26]) and
[27] where many references can be found.
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In [20] the notion of convergence for double sequences was presented by A. Pringsheim. Also, in [10]
and [21] the four dimensional matrix transformation (Ax),, = Z,‘:’l; Ak 1Xk1 Was studied extensively by
Hamilton and Robison. In their work and throughout this paper, the four dimensional matrices and double
sequences have real-valued entries unless specified otherwise.

In this paper, by using the above two approaches we introduce the idea of A!- double statistical conver-
gence and make certain observations.

2. Preliminaries

Throughout the paper IN will denote the set of all positive integers. A family I c 2¥ of subsets of a
nonempty set Y is said to be an ideal in Y'if (i) A, B € I implies AUB € I; (ii)) A € I, B C A implies B € I, while
an admissible ideal I of Y further satisfies {x} € I foreach x € Y. If I is a proper idealin Y (i.e. Y ¢ I, Y # ¢)
then the family of sets F(I) = {M C Y : there exists A € [ : M = Y \ A} is a filter in Y. It is called the filter
associated with the ideal I. Throughout I will stand for a proper non-trivial admissible ideal of IN.

A sequence {xrJren Of real numbers is said to be I-convergent to x € R if for each ¢ > 0 the set
Ale)={neN:|x, — x| = e} € I[14].

Before continuing with this paper we present some definitions. By the convergence in a double sequence
we mean the convergence on the Pringsheim sense that is, a double sequence x = (x ;) has Pringsheim limit
L (denoted by P-limx = L) provided that given € > 0 there exists N € N such that |ku1 - L| < € whenever
k,I > N [20]. We shall describe such an x more briefly as “P-convergent”.

Definition 2.1. Let A = (ay,x;1) denote a four dimensional summability method that maps the complex double
sequences x into the double sequence Ax where the mn-th term to Ax is as follows:

00,00

(Ax)m,n = Z Ak 1 Xk 1

kl1=1,1

Such transformation is said to be non-negative if a,, , x; is nonnegative for all m, n,k and I.
In 1926 Robison presented a four dimensional analog of the definition of regularity for double sequences in
which he added an additional assumption of boundedness. This assumption was made because a double
sequence which is P-convergent is not necessarily bounded. In addition, to this definition we also presented
a Silverman-Toeplitz type characterization of the regularity of four dimensional matrices.This characteriza-
tion is called the Robison-Hamilton characterization. A double sequence x is bounded if and only if there
exists a positive number M such that )xk,1| <Mforall kand I.

Definition 2.2. The four dimensional matrix A is said to be RH-conservative if it maps every bounded P-convergent
sequence into a P-convergent sequence.

Theorem 2.1. (Hamilton [10], Robison [21]) The four dimensional matrix A is RH-conservative if and only if

RHy: P-limy, , @) = cki for each k and I;

RH,: P-limy, , Z;:lg,l Akl = 0

RHj: P-limy, ,, Y04 |ﬂm,n,k,z — cxj| = 0 for each I;

RHy: P-limy, 0 Y021 (A — ck,;| = 0 for each k;

RHs: Z,‘:’l’:‘irl |ﬂm,n,k,l < A for all (m,n); and

RHg: there exist finite positive integers A and B such that
Zk,l>B |am,n,k,l} <A
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When these conditions are satisfied, we have

P - lr}gl Yo = pla - Z Cr1) + Z Cr Xk,
’ kl k1

where i = P — limg x; 1, the double series ¥, 57 | cxi(xx; — ) is always absolutely P-convergent.

Definition 2.3. The four dimensional matrix A is said to be RH-regular if it maps every bounded P-convergent
sequence into a P-convergent sequence with the same P-limit.

Theorem 2.2. (Hamilton [10], Robison [21]) The four dimensional matrix A is RH-regular if and only if

RHy: P-limy, , @y k1 = O for each k and I;

RHQ.’ P-limm,n ZZ;’S 1 Amn k] = 1,’

RHj: P-limy, ,, Y54 [am,n,k,l| =0 for each I;

RHy: P-limy,, ¥,;5, am,,,,k,l( = 0 for each k;

RHs: Z,‘:’l:il |am,,,,k,l is P-convergent; and

RHg: there exist finite positive integers A and B such that
Zk,l>B |um,n,k,l) < A.

Let K ¢ N X N be a two-dimensional set to positive integers and let K(m1, 1) be the numbers of (i, j) in K
such that i < n and j < M. The two-dimensional analogues of natural density can be defined as follows:
The lower asymptotic density of a set K C N X N is define as

K(m,n)

5%(K) = lim inf )
mn mn

In case the double sequence % has a limit in the Pringsheim sense then we say that K has a double

natural density as

P —lim

mn

K(m,n)
= O

Let K € N X N be a two-dimensional set of positive integers, then the A-density of K is given by

G(K)=P~lim Y
(k])eK

provided that the limit exists. The notion of double asymptotic density for double sequence was presented
by Mursaleen and Edely [18] and Tripathy [34] independently as follows:
A real double sequence x = (xy) is said to be P-statistically convergent to L provided that for each ¢ > 0

P—limi{(k,l) tk<mandk <n,|x—L| > ¢} =0.
mn mn
In this case we write Stp-limy; xx; = L and denote the set of all statistical convergent double sequences
by St,. It is clear that a convergent double sequence is also St;-convergent but the converse is not true, in
general. Also Sty-convergent double sequence need not be bounded.
Throughout e will denote a sequence all of whose elements are 1. Also as usual,

’

I = {x = (x,0) * Il = sup x| < oo}.
k1



E. Savas / Filomat 30:2 (2016), 395401 398
3. Main Results

Now we introduce the main concept of this paper, namely the notion of Al-statistical convergence.

Definition 3.1. Let A = (a,,,k;) be a non-negative RH-regular four dimensional matrix . A sequence (xy;) is said
to be A'— double statistically convergent to L if for any € > 0 and 6 > 0,

{m,n eINXIN: Akl = 6} el

kleKy(x—Le,¢)

Al—st
where Ky(x — Le, €) = {k,l e NxN: |xk,1 - L| > e}. In this case we write xi; 227, L. We denote the class of all
Al —statistically convergent sequences by S (I).

(1) If we take A = (C,1,1),i.e., the double Cesaro matrix then Aé—statistical convergence becomes I-
double statistical convergence [23].

(3) Let us consider the following notations and definitions. The double sequence 0, = {(k;, [;)} is called
double lacunary if there exist two increasing sequences of integers such that

ko=0h, =k, —k,_1 > c0asr — oo,

lo=0,hs=1;—1s_1 > o0 ass — oo,

and let s = h,hs, 0,5 is determine by I, = {(i, j) : k-1 < i < ky & ;1 < j < ). If we take

L if (k1) € I,g;
Arskl = s L
Y 0 otherwise.

then Al —statistical convergence coincides with I- double lacunary statistical convergence [23].

(4) As a final illustration let

+, ifkeL=[i-Ai+1ilandleLj=[j-A;+1,]]
ijk] = Y .
0, otherwise

where we shall denote A;; by Ajuj. Let A = (A;) and p = (u;) be two non-decreasing sequences of positive
real numbers such that each tending to oo and Ay < A; + 1,4 = 0 and pjy1 < pj+1,u1 = 0. Then A;—
statistical convergence coincides with I, — double statistical convergence [24].

Non-trivial examples of such sequences can be seen from ([24], [23]).

Also note that forI =1 fin,Aé—statistical convergence becomes A- double statistical convergence [25].

We now prove the following result which establishes the topological character of the space S? (I).

Theorem 3.1. S%(I) NI, is a closed subset of I, endowed with the superior norm.

Proof. Suppose that (x™") C 8124(1) NI, is a convergent sequence and it converges to x € I.,. We have

I
to show that x € 5124(1) NI, Let x™ iz—_—si) Ly for all (m,n) € IN X IN. Take a sequence (&,;,) where
Emn = W,V(m,n) € IN X IN. We can find a positive integer N, such that |lx — x|, < %, Vmn > Nyy.
Choose 0 < 6 < 1.
Now



E. Savas / Filomat 30:2 (2016), 395401 399

A={mn) e NxN: Z Qi < O} € E(I)
k,leM;

where

Mi = {(k ) e NXN: [} = Ly > 2]

and
B={mn) e NxN: Z Qi < O} € F(I)
k,leM,

where My = {(k,) € N ¢ /i = Lyt 2 52).

Since A N B € F(I) and I is admissible, A N B must be infinite. So we can choose (m, 1) € A N B such that
o o . 0
1Y G = 1 < 5 But Y, awm<25<1- 5 while Y Gt > 1 - 5
k]

(k)EM;UM, k1
Hence there must exist a (k,]) € N X IN \ (M; U M) and for which we have both |xl’f1” — Lyl < % and
x,r:’l* L L eine] < 2 Then it follows that
1,n+1 1,n+1
|Lmn - Lm+1,n+1| < |Lmn - xl‘rglnl + |ij[n - x:f;— " | + |xl’:1+ - Lm+1,n+1|
< L = 2+ B L = 2o o e — 27
Smn + gmn gmn 81111’1
4 4 4 4

Emn-

This implies that (L,,,) is a Cauchy sequenceinRand letL,,, — L € Rasm, n — oo, Pringsheim sense. We
Al—st

shall prove that x 227, I Choose ¢ > 0 and (m,n) € Nx NN such that ¢, < §, llx —=x""||lo < §, [Lyn —LI < {.

Now since

Akl < Z Ankl s
k,le{(k,)EINXIN: |x;—L|>e} ket l: Txa =2 |+ 1% = Lo |+ Lyn— L2 €}

so it follows that

(m,n) e NxN : Z Ayt >
k1((k )ENXIN: Jx ~LI>¢)

Cq(m,n)e NxIN: Z Ayt = 03 €1
k1€, )ENXIN: X! —Ly|> § )

Al-s
for any given 0 > 0. Since the set on the right hand side belongs to I, this shows that x % I This
completes the proof of the result. [

Remark 1: We can say that the set of all bounded A!-statistically convergent sequences of real numbers
forms a closed linear subspace of I,. Also it is obvious that S (I) N I, is complete.

We define another related summability method and establish its relation with Al-statistical convergence.

Definition 3.2. Let Let A = (k1) be a non-negative RH-reqular four dimensional matrix . Then we say that x is
Aé—summable to L if the sequence (A (x)) I-converges to L.

ForI =1, Aé-summabﬂity reduces to statistical double A-summability, [5].
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Theorem 3.2. If a sequence is bounded and Al-statistically convergent to L then it is AL-summable to L.

Proof. Let x = (xi;) be bounded and Aé—statistically convergent to L and for ¢ > 0, let as before Ky(5) :=
{(k,) e NXN: |x; —L| > §}. Then

A =Ll < 1Y @i = DI +1 Y GysaCg = L)

(k DEK(5) (k)eK(%)
< = Z Akl +Sup|(xk1 L)l Z Apia| < = > £ +B. Z Aynkls
klezK( ) Kk [EK(5) k[EK(5)

where B = supy |xx; — L|. It now follows that

{m,n) € N XN : JAp(x) —L| > e} € { (m,n) e Nx N : 2 Byt >
keK(%)

€
~ 2B

Since x is A}~ statistically convergent to L so the set on the right hand side belongs to I and this consequently
implies that x is A)— summable to L. [J

The converse of the above result is not generally true.
Example 2.If A = (@) = (C, 1,1), double Cesaro matrix and let

1 ifk,Iareodd
= 0 ifk,Iare even.

Then x = (xy) is Az-summable to 1/2 and so is Aé—summable to 1/2 for any admissible ideal I. But note
that forany L € Rand for 0 < e < %, Ky(e) = ((k,]) e N X N : |xiy — L| > €) contains either the set of all even

integers or the set of all odd integers or both. Consequently }, a,,u = oo for any (k,/) € IN x N and so
kleKa(e)
forany 0 > 0,

{(m,n)e]Nx]N: amnk126}¢l.

kleKa (€)

This shows that x = (xy) is not Al-statistically convergent for any non-trivial ideal I.
We conclude this paper with the following theorem which shall give that continuity preserves the
Al-statistical convergence.

Al—st
Theorem 3.3. If for a sequence x = (xy), X 25 Loand g is a real valued function which is continuous then
Al —st
ge) = g(L).

Proof. The proof can be established using standard techniques, so omitted. [J
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